High resolution atomic scale characterization of dislocations in high entropy alloys: Critical assessment of template matching and geometric phase analysis
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A B S T R A C T

The paper assesses the applicability of advanced atomic resolution displacement measurement techniques to characterize dislocation character in metallic materials using simulated images derived from anisotropic elasticity and actual measurements in high entropy alloys. We draw attention to two techniques: the real space method of template matching (TeMA) and the reciprocal space method of geometric phase analysis (GPA) and provide a critical assessment. These techniques have limitations for direct evaluation of full dislocations Burgers vector or when local displacements are exceeding 50% lattice spacing. This is clearly illustrated with simulated arctangent displacement profiles reminiscent of dislocation cores. An approach for circumventing this limitation is suggested in the form of a nearest neighbor correction. Additionally, a methodology for determination of the Burgers vector is introduced on the basis of a vectorial rendering of the displacement field upon consideration of two zone axis measurements and applied to TeMA and GPA. The experimental results conform to the Burgers vector of a full lattice dislocation in the FCC crystal structure of the High-Entropy Alloy (HEA). The comparison of simulated and experimental images proves the efficacy of the HR-TEM (High Resolution Transmission Electron Microscopy) displacement mapping techniques while pointing to the need for caution in case of large displacements.

1. Introduction

1.1. Importance and methods for atomistic displacement and strain determination

For a large variety of materials the defect structure is of pivotal role for the part performance in practice. In metals for structural applications for example, the density and mobility of dislocations is of utmost importance for the resistance against plastic deformation and the damage evolution behavior under static and cyclic loading conditions [1, 2]. In more advanced alloys, such as shape memory alloys, the arrangement of dislocations at phase interfaces governs the reversibility of the phase transformation and, thus, the stability of the functional part performance [3, 4]. Finally, the increased strains arising from dislocations at interfaces are known to enhance the mobility of charge carriers in semiconductors [5, 6].

A theoretical model for a quantitative description of stress levels for motion of crystal dislocations was developed by Peierls [7] and extended by Nabarro [8] and Foreman [9]. However, as the distortions induced by dislocations is limited to an area of several atoms only, transmission electron microscopy needs to be employed for direct observation of dislocations and it was not until the more recent development of high resolution transmission electron microscopy (HRTEM) that these phenomena could be experimentally quantified [10].

Due to the highly repetitive pattern of the atomic lattice in the recorded images and the presence of very small displacements only, straightforward evaluation of the displacement and strain fields around defects is not possible, which is why digital image processing techniques need to be employed [11]. Earlier established methods, such as digital image correlation, are not applicable as these rely on identification of individual sample areas having a stochastic intensity distribution and tracking these areas in the course of elastoplastic deformation [12–14]. Their applicability is restricted to scales of continuum deformation, seldom reaching the sub-micron regime. For examinations of
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displacements and elastic strains on atomic scale, other methods were developed, which basically can be classified into real space and Fourier space approaches.

Typical representatives of real space methods are the peak finding (PF) techniques [11, 15–21], where a two-dimensional, undistorted reference lattice is superimposed onto the recorded, two-dimensional projection of the strained crystal. It has to be noted, that the projection needs to be obtained at sufficient resolution with the incident beam being parallel to a zone axis, so that columns of atoms appear as individual dots of several pixels in the image plane. The center of these dots can then be located with sub-pixel accuracy by the maximum of their intensity distribution. The local displacements are obtained by calculating the deviations between the individual intensity maxima and the corresponding reference lattice positions. The gradients of displacements eventually provide the corresponding strain fields.

A prominent Fourier space approach is the geometric phase analysis (GPA) methodology developed by Hýtch [22] and vastly examined and applied in several follow-up studies, e.g. [23–28]. For GPA, the real space image is obtained under the same conditions as in case of PF techniques. By transformation into Fourier space the frequency distribution is revealed in form of individual Bragg spots (analogous to the reciprocal crystal lattice appearing in the diffraction plane in conventional TEM). In an ideal, perfectly regular crystal the individual lattice planes are represented by sharp diffraction spots. However, in a deformed crystal the frequency distribution is not regular and Bragg spots show deviations from their ideal position. By filtering out the information of an individual Bragg spot and retransformation into real space, the phase component of the resulting complex image provides the local shift of the corresponding lattice plane, i.e. a displacement relative to its regular position in the unstrained state. By using the information of two, non-collinear Bragg spots the two-dimensional displacement field is obtained. As in case of PF, the strain field is finally calculated by gradients of the displacements.

A similar approach as in case of GPA is followed by the more recently developed 4D scanning transmission electron microscopy (4D-STEM) techniques. These are based on combining the 2D real space (x, y) information obtained from, e.g., the high-angle annular dark-field (HAADF) detector with the local diffraction pattern in reciprocal space (kx, ky), hence the term 4D-STEM. As a highly convergent beam is used, the information is limited to the actual probe position allowing for analysis of local diffraction data. Following this approach, the local strains are obtained by analysis of the positions of individual Bragg spots (or discs in case of convergent beams) at each position of the probe [29–36]. One of the strengths of this approach is high-throughput mapping capability [30] allowing strain/orientation-mapping from the nanoscale to the meso-scale [29, 35, 37]. However, as the probe diameter is limited to about 1 nm to 2 nm [29, 37] and diffraction requires information of several atoms, analysis of individual atomic positions is not possible. Thus, displacement and strain field analysis of individual dislocations is impeded, which is why more local methods, i.e. PF and GPA, are in focus of the current study.

Practical studies using both approaches were conducted on thin films [15, 16, 22] and a large variety of semiconductors [11, 17, 22, 24, 26–28, 38, 39]. Only few works reported on minerals [40] or metals [41]. The phenomena investigated comprised, for example, the interface structure within semiconductors and related changes in lattice parameters [15, 16, 23] as well as the characteristics of different types of dislocations and their network along phase boundaries [11, 22, 24, 28, 41]. Presuming proper microscope alignment and specimen conditions, the authors found high accuracies, e.g. from 0.8% to 0.04% of the lattice constants in [16, 22] or from 0.1 Å to 0.03 Å in [15, 24], and good accordance to values obtained from theoretical models [41], atomistic simulations [28] and finite elements analysis [27]. While the advantages of PF are rooted in lower requirements with respect to CPU and memory, GPA is performing better in the presence of sublattices, when the peak positions are harder to determine by PF, which is why they are seen to be complementary tools for accurate determination of displacement and strain fields around different types of defects at atomistic scales [17].

1.2. Restrictions and errors

Although displacements and strains on atomistic scale can in principle be determined with high accuracy, the reliability of the PF and Fourier space techniques is subject to certain constraints. For example, both methods are susceptible to variations in image contrast and are consequently highly influenced by defocus, local specimen thickness and changes in composition. Also, the signal-to-noise ratio plays a pivotal role, as it determines the accuracy of the peak center determination in PF as well as the frequency components used in GPA. Thus, preferably thin specimen are desired, leading in turn to difficulties with respect to thin foil relaxation, specimen warpage and/or thickness uniformity [11, 17, 22]. Hýtch and Houdellier [26], for instance, used GPA for measuring the strains within a SiGe layer and found values being clearly lower than those obtained from elastic calculations. As an optimal aberration corrected system was used, the deviation was related to relaxation of stresses in course of thin-foil preparation.

In order to overcome the necessity for thin foils, the applicability of advanced high-angle annular dark-field scanning transmission electron microscopy (HAADF STEM) for atomic displacement and strain analysis was investigated for GPA [38, 42] and PF [42, 43]. Images obtained by HAADF STEM provide for atomic resolution over a large range of specimen thickness, while contrast reversals due to changes in specimen thickness or defocus do not occur and the images can be directly interpreted in terms of atomic column positions. Another advantage is seen in the generally high sensitivity of the image contrast towards the atomic number (z-sensitivity), thus, providing additional information of the local atomistic composition [42, 44, 45]. However, the lower signal-to-noise ratio, environmental noise as well as flyback errors stemming from beam shifts between individual scanning lines were identified as critical factors for accurate displacement and strain measurements [38, 42, 43].

Different strategies were suggested for eliminating the systematic flyback errors imposed by STEM imaging. Thus, Chung et al. [38] proposed choosing the (fast) scan direction parallel to the direction of the principal strain. Similarly, Zhu et al. [42] took two images of the area of interest (AOI) applying a scan rotation of 90° between the recordings and individually determined the displacements along the two considered lattice directions. However, the applicability of these approaches is questionable, especially when the strain field is not known or strain gradients in multiple image directions are present. For PF, Zuo et al. used a promising numerical correction basing on the determination of the flyback error in an undistorted lattice region and were, thus, able to reduce the error to values less than 1 pixel in both scan directions [43].

While random noise and the comparably low signal-to-noise ratio of STEM images in GPA are effectively dealt with by applying a circular mask around the selected Bragg spots in the Fourier space [10, 11], more complicated filters have to be used for filtering in case of PF techniques, i.e. in real space. Zuo et al. drew on the PF method of template matching (TeMA), which was originally introduced for electron imaging of single biological particles [46], and expanded its applicability towards the determination of displacement and strain fields in crystal structures [43]. By selecting an individual column or a group of columns of atoms as template and cross correlating this template to the AOI, the noise could be filtered out and clearly separated correlation peaks are obtained representing the positions of atomic columns.

1.3. Approach of current study

The approach for the current study is derived from prior studies focusing on high resolution displacement mapping. The motivation evoked by the corresponding findings and restrictions is outlined in the following.
Fig. 1. Basis principle and steps of TeMA. (a) Template definition and spatial averaging. (b) Cross correlation and reference lattice definition. (c) Determination of deviations between measured lattice and superimposed reference lattice. The displacements in (c) are indicated by the red arrows, which are exaggerated for visualization purposes.

For both techniques, GPA and TeMA, high accuracies for determination of strains and displacements on basis of STEM images were purportedly reported [38, 42, 43]. However, the purpose of these studies were interfaces within semiconductors and inorganic compounds only, where the local displacements were small. In principle, the capability of GPA for quantification of a full dislocation was shown using a conventional HRTEM image of Si [24]. The Burgers vector was determined through integrals defined on the phase component maps. A similar approach using the Nye-tensor has also been proposed in other studies [21, 28, 47, 48]. While strain-fields around lattice dislocations in metals have been quantified in studies such as [49, 50], the focus has not been to evaluate the Burgers vector from the displacement field. No assertions with respect to the location of the slip plane or the dependence of the magnitude of the induced displacements were made. Also for TeMA, no data on these aspects can be found. Admittedly, these were not the emphasis in the innovative work of TeMA of Zuo et al. [43]. And although the issues caused by large displacements have been previously noted [51], a systematic analysis of their effects in dislocation-characterization has not been done. Thus, the current study addresses this gap by examining the localization and quantification of simulated and actual dislocation-induced high displacements within metallic materials. Using an approach combining simulated images and high resolution STEM images, the applicability and limitations of TeMA are critically examined, while comparisons to GPA are drawn. The susceptibility of both methods to the definition of the unstrained reference lattice is evaluated by choosing a high entropy alloy (HEA) as the material of study, which, due to the presence of a complex multi-element distribution supposedly features strains on the level of individual unit cells. The quantification of defects in this type of material is, therefore, expected to be more delicate in comparison to that of conventional alloys.

2. Principle of TeMA

In the following, the principle of TeMA is briefly explained drawing largely on the descriptions by Zuo et al. [43]. For details on individual steps and mathematical formulae the reader is referred to their more comprehensive work focusing on the development of the methodology. A detailed description of GPA is given by, e.g. Hjørungnes [22], while an illustration of the main steps is provided in Appendix A (Fig. A1).

The basis for TeMA is an image of the AOI recorded by HRTEM or STEM on a preferably low-indexed zone axis, so that atoms are aligned in columns appearing as individual dots of several pixels in the image plane (Fig. 1(a)). However, in case of as-recorded STEM images, these dots are not clearly separated from the background due to the comparably low signal-to-noise ratio typically present. As this impedes sound peak detection, the template matching procedure is performed, where, in a first step, the template is defined by selection of an individual column or a group of columns within the AOI (red rectangle in Fig. 1(a)). In order to generate a representative template, spatial averaging is conducted. In this step, several sub-images having the same dimensions as the selected template are identified within a specified area (orange rectangle in Fig. 1(a)). The intensity of each pixel of the new, spatially averaged template is then obtained by summing up the corresponding pixel intensities of the sub-images divided by the number of sub-images. The effect of this procedure is illustrated upon comparison of the templates before and after spatial averaging in Fig. 1(a). While the original template features a rather irregular intensity distribution, the averaged template has a clear intensity distribution with maximum values in the center of the column.

Using a cross correlation function, the similarity between the averaged template and a rectangle of identical dimensions is evaluated for each pixel within the AOI. When the congruence between the template and the rastered rectangle is high, which is the case for the positions of individual columns, a high correlation coefficient (CC) is obtained. Vice versa, low or negative values are obtained, when the congruency is low
(in areas featuring noise). After plotting the CC of every pixel and applying a threshold to the obtained map, the positions of atomic columns are represented by local maxima of the CC, clearly separated from the aforementioned noisy background (Fig. 1(b)).

It has to be noted, that the absolute positions of these maxima are shifted with respect to the original atomic columns according to the intensity distribution within the template. However, the relative positions between the individual columns are maintained and, thus, evaluation of the local displacements is not affected. The center of each column is then identified with sub-pixel accuracy using the center of gravity measure, as discussed in detail in e.g. [52].

For definition of the perfectly regular reference lattice, the directions of two base vectors are defined in an unstrained region within the CC map (here along 4 columns in x- and y-direction in Fig. 1(b)). This provides a first estimation of the reference lattice with respect to its origin and the two base vectors reflecting the distance to the respective neighboring column in terms of x- and y-coordinates. In an iterative refinement procedure the sum of the deviation between the measured column positions and the reference lattice points within the unstrained region is minimized by numerical alteration of the reference lattice parameters. When the best fit is achieved, the final lattice parameters are used for extrapolation of the reference lattice across the entire AOI. TeMA then calculates the displacements \( u_{2,1} \) as local deviation between the measured atomic column positions and the perfectly regular reference lattice (Fig. 1(c)). The strain field \( \varepsilon_{x,y} \) is obtained by numerical differentiation of the measured displacements. Both displacement and strain fields can be exported as maps, where each pixel refers to an individual atomic column and individual values are reflected by the intensity of each pixel.

3. Experimental details

The material investigated is a face centered cubic (FCC) FeCoCrNiMn high entropy alloy (HEA) single crystal of equiatomic composition. Prior to sample extraction for STEM, the material was homogenized (1200 °C/24 h + oven cooling + 1100 °C/1 h + oven cooling) and mechanically compressed to 23% strain with the loading axis parallel to the [001] crystal direction. Previous work on the mechanical response of these samples was reported in [53, 54]. A cross section of the specimen was extracted using focused ion beam (Scion 2 Dual-beam FIB-SEM, Thermo Fisher Scientific), such that the [011] crystal direction could be aligned parallel to the incident beam during later STEM examination using marginal specimen tilt only.

In order to prevent warpage, the specimen was thinned in the center area only, so that two supporting poles of high thickness remained on both sides of the transparent area (Fig. 2(a, b)). To achieve this objective, the specimen was attached on top of a single post of the lift-out grid. The post was modified by a prior milling procedure, such that a flat top and an additional trench ensured proper positioning of the specimen and avoidance of material redeposition in course of the subsequent thinning procedure, respectively (Fig. 2(c)).

For recording images at atomic resolution an aberration corrected STEM (Themis Z, Thermo Fisher Scientific) operating at 300 kV was used. The images were recorded with the incident beam parallel to the [011] zone axis at a resolution of 2048 × 2048 pixels and a dwell time of 8 μs. As no scan rotation was applied, the recorded images were digitally rotated and cropped, such that the [0\(\bar{1}\)1] and the [100] crystal directions were parallel to the horizontal and the vertical image edge, respectively.

In order to enable for critical evaluation of the experimental data as well as for systematic examination of individual phenomena, artificial images featuring known displacement distributions were generated. This was done by applying a known vector displacement field to an undeformed lattice of certain size. The deformed configuration was imported in OVITO [55], an atomistic visualization tool, to generate grayscale images of the deformed lattice projection as viewed along a given zone axis. In correspondence to the lattice spacing of FeCoCrNiMn reported in [56], the virtual crystal was built up with a value of \( d_{001} = 3.528 \ \text{Å} \). The imposed displacement distributions comprised (i) uni-directional displacements in form of an arctangent-function having a maximum displacement of 1 Å and 1.5 Å and (ii) crystal defects in form of a [121] partial dislocation (Burgers vector length of 1.44 Å) and a [011] full dislocation (Burgers vector length of 2.50 Å). In accordance to the experimental image, the zone axis of the images corresponds to the [011] crystal direction, with the image edges aligned parallel to [0\(\bar{1}\)1] and [100]. In case of the crystal defects additional images were generated with a zone axis of [110] and the image edges parallel to [\(\bar{T}\)0] and [001]. The areas envisaged were about 250 Å × 72 Å for the arctangent-functions and about 125 Å × 125 Å for the dislocations.

The parameters for TeMA analysis were maintained constant in all examinations. The template was extracted across a single column and spatially averaged across an area of 9 × 9 columns in each direction with a threshold of 0.6. The CC map was generated cross correlating the template to the entire A0I with the cross correlation function given in [43] and applying a threshold of 0.2. Subsequently, the reference lattice was defined on the CC map with vectors parallel to [011] and [100]. The
iterative refinement of the lattice parameters was performed in an area of 11 × 11 columns until no changes in the parameters were observed in consecutive steps. The origin of the reference lattice was chosen at different positions within the AOI and is specified in the corresponding images in the results and discussion sections.

Comparative examinations were conducted with GPA using the code provided in [57]. The (111) diffraction spots were chosen for Bragg filtering and subsequent phase analysis. The refinement of the corresponding (111) g-vectors was conducted with the reference areas being in correspondence to those of the TeMA analysis. The iterative procedure was carried out until no changes in the g-vector coordinates were observed.

### 4. Results

The rotated and cropped AOI used for analysis by TeMA and GPA is shown in Fig. 3(a). In the as-recorded state, i.e. when no post-processing subsequent to STEM imaging is conducted, individual columns showing the typical arrangement of a FCC crystal as viewed parallel to a (011) zone axis are already visible. Unfortunately, the image is characterized by low signal-to-noise ratio and comparably uneven background contrast, so that distinction of individual columns in certain areas is insufficient. The effectiveness of template matching with respect to the reduction of noise can be derived from comparison of the initial AOI to the CC map in Fig. 3(b). By cross correlation of the spatially averaged template (inset in Fig. 3(b)) with the AOI, mostly separated columns in front of a uniform, black background are obtained. However, several columns are still interconnected forming slanting lines (highlighted by the dashed red lines), indicating the presence of a defect in the center of the image.

The obtained displacement maps for the two selected lattice vector directions ([011] and [100]) are given for different reference lattice origins in Fig. 3 (c-f). The maps reveal clockwise decreasing displacements in [011]-direction (Fig. 3(c, e)) and clockwise increasing displacements in [100]-direction (Fig. 3 (d, f)) with the reference lattice origin having starting values of 0 and the center of the rotation coinciding with the center of the image. A discontinuity within these displacement distributions is formed along the line where positive and negative displacements meet. This distribution describes the profile around a dislocation with its displacement discontinuity or registry along the slip-plane. However, the orientation of the observed discontinuity line seems not to be related to the actual, physical displacement of the columns, e.g. as induced by a slip plane, but rather to be dependent on the position of the

<table>
<thead>
<tr>
<th>possible Burgers vectors</th>
<th>( u_{[011]} )</th>
<th>( t_{[100]} )</th>
<th>( u_{[017]} )</th>
<th>( t_{[01]} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>a/2</td>
<td>[110], [T00], [T10], [T01], [T00], [T01]</td>
<td>1.764 Å</td>
<td>0.02</td>
<td>1.247 Å</td>
</tr>
<tr>
<td>[011], [010]</td>
<td>0 Å</td>
<td>–</td>
<td>0 Å</td>
<td>–</td>
</tr>
<tr>
<td>[017], [017]</td>
<td>0 Å</td>
<td>–</td>
<td>2.495 Å</td>
<td>0.52</td>
</tr>
<tr>
<td>a/6</td>
<td>[121], [121], [112], [112], [121], [121], [112], [112]</td>
<td>0.588 Å</td>
<td>2.05</td>
<td>0.416 Å</td>
</tr>
<tr>
<td>[121], [121], [121], [121], [121], [121], [121], [121]</td>
<td>0.588 Å</td>
<td>2.05</td>
<td>1.247 Å</td>
<td>0.05</td>
</tr>
<tr>
<td>[211], [211], [211], [211]</td>
<td>1.176 Å</td>
<td>0.53</td>
<td>0 Å</td>
<td>–</td>
</tr>
<tr>
<td>[211], [211], [211], [211]</td>
<td>1.176 Å</td>
<td>0.53</td>
<td>0.832 Å</td>
<td>0.43</td>
</tr>
<tr>
<td>measured displacements</td>
<td>1.795 Å</td>
<td>–</td>
<td>1.189 Å</td>
<td>–</td>
</tr>
</tbody>
</table>
reference lattice origin, as can be derived by comparison of Fig. 3 (c) to (e).

For evaluating the magnitude of the displacements across the continuity, the difference between the maximum and minimum values on each side of the discontinuity was examined. In order to account for scatter in the experimental data, the average of $N=5$ individual values was calculated according to Eq. (1).

$$\Delta u_{\text{uvw}} = \frac{1}{N} \sum_{i=1}^{N} u_{\text{uvw},\text{max},i} - u_{\text{uvw},\text{min},i}$$  \hspace{1cm} (1)$$

with $u_{\text{uvw},\text{max},i}$ and $u_{\text{uvw},\text{min},i}$ being the maximum and minimum values within a single column of pixels $i$. The columns are consecutively numbered starting from the right image edge, as indicated by the white arrow in Fig. 3 (f). The values at the very edge of the image were not included in order to avoid artifacts stemming from TeMA, which can be seen, e.g. in form of the blank values surrounding each map (Fig. 3 (c-f)).

Applying this procedure, values of $\Delta u_{0\overline{1}1} = 1.18$ Å and $\Delta u_{100} = 1.77$ Å were obtained from Fig. 3(c) and (f), respectively. These values were compared to theoretical values of a $a/2(110)$-full and a $a/6(121)$-partial dislocation on(111) slip planes. Taking into account all possible Burgers vector orientations, the displacement components in the (110)-projection $|u_{0\overline{1}1}|$ and $|u_{100}|$ of each type of dislocation were determined. Table 1 summarizes the magnitudes of possible displacement components together with the relative error $f_{\text{uvw}}$ of the measured displacement magnitudes to the theoretical values according to Eq. (2).

$$f_{\text{uvw}} = \frac{|u_{\text{uvw},\text{theo}}| - |u_{\text{uvw},\text{meas}}|}{|u_{\text{uvw},\text{theo}}|}$$  \hspace{1cm} (2)$$

Fig. 4. Displacements in $[0\overline{1}1]$-direction obtained by TeMA-analysis of the virtual crystal featuring imposed arctangent-displacement-functions with maximum values of 1 Å (a) and 1.5 Å (b). The graphs underneath the displacement maps illustrate the displacement along the red dashed lines in the corresponding maps.

Fig. 5. Nearest neighbor assignment of displaced atoms and reference lattice positions for a rectangular lattice projection leading to discontinuities of resulting displacements in x- and y-direction. The schematics to the right illustrate the shape of the Wigner-Seitz cells (rectangle or hexagon) leading to different maximum definite displacements in dependence of the crystal structure and zone axis contemplated (see text for details).
with $u_{\text{gw}}$ being the calculated displacement magnitude using the theoretical lattice constant $a$ of 3.528 Å and $u_{\text{TeMA}}$ being the displacement magnitude determined on basis of TeMA data.

As shown in Table 1, the relative error for the partial dislocations is clearly higher than the error for the full dislocation. Thus, the presence of a full dislocation in the center of the AOI can be derived from the TeMA data and is consequently seen to be the reason for the displacement distribution as observed in Fig. 3 (c-f). The difference of the displacements across the discontinuity line well reflects the displacement induced by the dislocation. However, as outlined above, the orientation of the discontinuity line is not related to the physical displacements but changes with the choice of the reference lattice origin. Consequently, no assertions with respect to the orientation of the Burgers vector or the site of the slip plane can be made and a deeper understanding of TeMA is necessary in order to evaluate its capability for a comprehensive determination of crystal line defects. This will be discussed using simulated displacement distributions in the following section.

5. Discussion

5.1. Displacement magnitudes

For the analysis of the effect of different displacement magnitudes, the simulated images featuring uni-directional displacements in form of arctangent-functions with different maximum displacements were used. The maps of the corresponding displacements in $[0\bar{1}1]$ direction as obtained by TeMA are given in Fig. 4.

In the case of the maximum displacement of 1 Å (Fig. 4(a)), the displacement map shows a monotonic distribution with increasing displacements from left to right and the corresponding graph sufficiently reproduces the imposed arctangent-function. However, in the case of higher maximum displacements (Fig. 4(b)), an artifact in the displacement distribution is present in the center of the map, which is reflected in the corresponding graph by an abrupt change from positive to negative displacements. In consequence, the maximum displacement directly ascertainable by TeMA seems to be unsatisfactory. Further artifacts were found to result from improper reference area definition. Thus, if large displacement gradients are included in the area for the reference lattice definition, accordingly averaged displacement values are obtained. Eventually, the displacement mappings are prone to misinterpretation even if the maximum displacement is small. This is exemplarily shown for the arctangent-function with a maximum displacement of 1 Å in Fig. A.2.

This can be explained by the assignment of the displaced atomic columns to individual reference lattice positions, which is in TeMA realized via a nearest neighbor approach. The principle is schematically illustrated in Fig. 5 for a simple rectangle column arrangement, which corresponds to a body centered cubic (BCC) crystal in a (011)-projection and is, in similar fashion, applicable to a BCC and a FCC crystal in a (001)-projection. The more complicated case of a lattice arrangement corresponding to a BCC crystal in a (111)-projection and a FCC crystal in (111)- and (011)-projections is given in the Appendix (Fig. A.3).

To elucidate the effect of the nearest neighbor assignment on the displacements calculated by TeMA, linearly increasing displacements in x- and y-direction are imposed to the crystal (cf. actual $u_x$ and actual $u_y$ in Fig. 5). The assignment of the displaced atoms to the reference lattice positions and according displacements are indicated by the red arrows. As can be clearly seen, a transition from positive to negative displacements is obtained when the imposed displacement exceeds 50% of the lattice spacing in the corresponding direction (cf. $u_x$, TeMA and $u_x$, TeMA). In accordance with such a scenario, the discontinuity in case of Fig. 4(b) occurs from a displacement of 1.295 Å to $-1.20$ Å, reflecting a jump from 50% to $-50$% of the lattice spacing in $[0\bar{1}1]$ direction (2.495 Å).

The area around an individual reference lattice position, in which a displaced column can be unambiguously assigned to that position, is describable by the Wigner-Seitz cell of the real-space reference lattice at that position. Following the dependence of the projection itself, the size and shape of this cell depend on the crystal parameters (crystal structure and lattice constants) and the zone axis envisioned. The different Wigner-Seitz cells resulting from two prominent column arrangements (rectangular and hexagonal) are given in the schematics to the bottom right of Fig. 5, where the maximum definite displacement $u_{\text{max}}$ can be determined in dependence of the lattice distances $d_1$ and $d_2$ in the projection.

This limitation is similarly observed in GPA, although this method works in reciprocal space and the underlying mechanism is different. In GPA, the displacements at the position rare calculated on basis of phase distribution $P_{\text{g}}(r)$ of the reciprocal lattice vector $g$. This phase distribution reflects the local deviation of the position of the lattice planes in real space, i.e. the lattice planes corresponding to $g$, relative to the position of the (undeformed) reference lattice planes. The deviation is normalized between $-\pi / 2$ and $\pi / 2$. For a visual interpretation of the principle, the reader is referred to Fig. A.1. The relation between the displacement component $u_x(r)$ in the direction of the reciprocal lattice vector $g_1$ and the phase $P_{g_1}(r)$ is given by:

$$u_x(r) = \frac{P_{g_1}(r)}{2\pi g_1}$$

With $g_1 = \frac{1}{2} g_x$, the maximum displacement in direction of $g_1$ is limited to $\frac{\pi}{2}$. A linearly increasing displacement in direction of the reciprocal lattice vector is consequently unambiguously determined as long as the distance to the next reference plane is smaller than $\frac{\pi}{2}$. Upon exceeding this limit, the displacement jumps by $-d_1$ (to a negative value), following which the increasing trend is continued. The effect is demonstrated by Hýtch et al. [23] using the example of a PbTiO$_3$ domain wall, where a difference between the reciprocal lattice vectors of the two domains is existent. This can be interpreted via a linearly increasing displacement upon crossing the interface. Consequently, the phase images revealed repeating ramps ranging from $-\pi$ to $\pi$ on one side of the interface.

The similarity of TeMA and GPA with respect to this effect, i.e. the presence of a crystal and projection dependent limitation of maximum definite displacements, was confirmed by GPA analysis of the virtually generated crystal featuring the imposed arctangent-displacement-functions, which revealed displacement maps and graphs identical to those obtained by TeMA (not shown for sake of brevity).

However, although the displacements beyond the threshold are not directly obtained in a correct fashion, the information of the actual displacements is still reflected by the magnitude of the negative displacements. Thus, the actual displacement can be corrected by post-processing of the original data in form of e.g. a nearest neighbor analysis. For the very simple case of uni-directional displacements limited to 1.5 Å, this was realized via Eq. (4).

$$u_{\text{proj}} = \begin{cases} u_{\text{proj}} & \text{for } u_{\text{proj}} \leq \frac{d_{\text{proj}}}{N} \\ u_{\text{proj}} + d_{\text{proj}} & \text{for } u_{\text{proj}} > \frac{d_{\text{proj}}}{N} \end{cases}$$

For $[uvw] = [0\bar{1}1]$, $d_{[uvw]} = 2.495$ Å and $N = 10$, the red graph in Fig. 4(b) was obtained, which clearly traces the imposed arctangent-function.

The aspects outlined above illustrate the effect of the nearest neighbor assignment in case of simple, uni-directional displacement functions on a rather qualitative basis. For a more comprehensive description on mathematical grounds and for arbitrary 2D-displacements, the reader is referred to Appendix B.

5.2. Dislocation analysis

Due to the limitation in ascertainable displacements, the quantification of crystal defects using TeMA might be impeded. In order to get a deeper understanding of the impact of this limitation in these cases, the virtual crystals featuring a full $\frac{1}{2}[0\bar{1}1]$ and a partial $\frac{1}{6}[121]$ dislocation...
were analyzed. Both dislocations lie on the (111) slip plane. The displacement fields were determined from linear anisotropic elasticity, following the Eshelby-Stroh formalism [58]. With Burgers vectors of 2.495 Å and 1.176 Å for $\frac{a}{2}[101]$ and $\frac{a}{2}[110]$ respectively, the magnitude of the induced displacements is clearly different and exceeding the lattice spacing in some directions. Thus, an effect on the final displacement fields obtained from TeMA or GPA is expected. The displacements in $[0\overline{1}1]$ direction obtained by TeMA are shown in Fig. 6 for the different types of dislocations and different reference lattice origins.

An important observation is, that while the $\frac{a}{2}[121]$ partial dislocation (Fig. 6(a,b)) induces a clockwise increasing displacement around the center of the defect, i.e. at the site of the dislocation core, the opposite trend is observed for the $\frac{a}{2}[101]$ full dislocation (Fig. 6(c)). By choosing the reference lattice origin at a specific site, the displacements at that site are set to zero and the precise values in the remaining areas are plotted relative to this origin. Thus, the qualitative displacement distributions as an outcome of TeMA are not affected, as can be clearly seen by comparing Fig. 6(a) and (b), where the scales were adjusted according to the different reference lattice origins and the qualitative displacement distributions are identical.

From theory, the dislocation slip plane hosts a discontinuity in the displacement field across it. The location is known from the imposed displacement fields and highlighted by the white lines in Fig. 6. However, the slip plane is detected in case of the partial dislocation only. Irrespective of the reference lattice origin, it is indicated by a sharp transition line from positive to negative displacements (Fig. 6(a,b)). This is not observed in case of the full dislocation. Although a discontinuity in the displacements is present, the site of the corresponding line depends on the site of the reference lattice origin, which is why an agreement to the dislocation plane is not obtained in most cases (e.g. Fig. 6(c)). Still, the origin might, by coincidence, be chosen aptly such that an agreement is observed (Fig. 6(d)). However, this is not to be mistaken for a physical relation between these types of lines. A mathematical explanation for the generation of the discontinuity and the dependency of its site on the reference lattice origin is provided in

Fig. 7. Detection of the additional half plane (solid orange lines) in dependence of the displacement magnitude induced by the crystal defect. In case of the $\frac{a}{2}[121]$ partial dislocation, an abrupt change in displacements across the half plane is observed (indicated by enlarged red arrows in the cross correlation map (b)). The site of the half plane is accordingly visualized by an abrupt change in displacements in the displacement map (a). As the lattice is shifted by an entire lattice spacing (100%) by the $\frac{a}{2}[101]$-dislocation, the half plane is not captured by TeMA (d) and the site of the half plane and the discontinuity of the displacements do not match (c).
Appendix C.

Following the discussions of section 5.1, it may seem that the differences in detectability of the dislocation planes are due to the difference in the Burgers vectors together with the inherent limitation of maximum ascertainable displacements. Thus, the displacement induced by the partial dislocation of 1.176 Å is within the Wigner-Seitz-cell of the underlying FCC crystal in the (011) zone axis, while the displacements of 2.495 Å induced by the full dislocation is out of bound. However, as was observed in case of the arctangent-displacements in Fig. 4, a discontinuity should be present at the site where the displacements exceed the limit. As this is not observed in case of the full dislocation (no agreement of the dislocation plane and the discontinuity in Fig. 6(c)), a different effect comes into play. Contemplating the positions of individual atomic columns across the dislocation plane, an abrupt deviation of individual columns and the reference lattice positions in the magnitude of several pixels can be observed in case of the partial dislocation (Fig. 7(b)). This deviation is highlighted accordingly by a sudden change in displacements (Fig. 7(a)). However, as the shift of columns in case of the full dislocation amounts to a full lattice spacing (interpretable as an entire additional lattice plane), the displaced columns are coincident with the reference lattice positions and no sudden change across the dislocation plane is observed ((Fig. 7(d)). Eventually, the dislocation plane cannot be ascertained using TeMA. Hence, the nature of the dislocation itself (being a full lattice dislocation and not a partial one) is also a contributing factor for unambiguous defect characterization.

The effects described above are in similar way applicable to GPA as well. Instead of a deviation of displaced atoms to reference lattice positions, a shift between local lattice plane fringes and reference plane fringes is used for calculation of the displacement fields. In case of the $\frac{1}{2}[121]$ partial dislocation a clear shift is observed at the dislocation plane, while the $\frac{1}{2}[011]$ dislocation again undergoes a shift by 100% and is, thus, not detected. Consequently, the displacement maps obtained by GPA resemble those obtained by TeMA (cf. Fig. 6and A 4).

However an additional phenomenon in form of sharp discontinuities in some areas of the AOI is visible in Fig. A 4. While this is expected and in accordance to the results of TeMA for the full dislocation (Fig. A 4 (c, d)), the case of the partial dislocation is different (Fig. A 4 (a,b)). Measuring the difference across the discontinuity in Fig. A 4(a) values of 1.24 Å are obtained. This corresponds to the [011]-component of one (111) g-vector for a phase shift between $+\pi$ and $-\pi$, with the component of the second (111) g-vector being close to zero. Several of these transitions can be observed, when the displacement gradients are small and a phase fluctuates around $+\pi$. However, this can be avoided by slightly changing the area for g-vector refinement, i.e. the reference area, such that the phase shift is observed in one direction only. Still, this shows the high sensitivity of GPA towards the definition of the area of reference, as also discussed by [42], resulting in generation of artifacts in the displacement distributions, eventually impeding recognition of the features of interest (Fig. A 5).

Comparing the displacement fields obtained from the virtual crystal (Fig. 6 (c,d)) to the experimentally obtained counterparts (Fig. 3 (c,e)) a high accordance in terms of both the clockwise decreasing $[101]$-displacements and the dependency of the discontinuity line from the reference lattice origin becomes clear. As the spatial orientations in the simulated images are identical to those of the experimental image, the nature of the experimentally observed defect resembling a full dislocation is confirmed by this on a qualitative basis.

Still, the orientation of the dislocation plane and thus the direction of the Burgers vector cannot be determined in a straightforward fashion at this point. Thus, a methodology for determination of the Burgers vector comprising both, the magnitude and its orientation was developed. The procedure relies on the contemplation of the obtained displacement components in direction of the reference lattice vectors, their relation to the Burgers vector projections and the determination of the actual Burgers vector from two projections. The principle is illustrated in Fig. 8 for the more critical case of a full dislocation and on basis of TeMA data.

![Fig. 8. Methodology for determination of the Burgers vector. (a) Calculation of the Burgers vector projection for a designated zone axis from maximum and minimum displacements across the discontinuity. (b) Construction of the actual Burgers vector from two different projections. The resulting values of $b$ on the right in subimage (b) are derived from the projections in the (011) and (110) plane.](image-url)
However, the procedure is equally applicable to partial dislocations and displacement data obtained by GPA, as will be shown in the remainder of this paper. For determination of the Burgers vector, the fact that the discontinuity does not reflect the site of the dislocation plane is not considered. However, although a displacement gradient across the entire AOI is observed (clockwise or counterclockwise increasing displacements), the difference between the displacements across the discontinuity is assumed to reflect the maximum displacement induced by the dislocation (for the mathematical proof of the validity of this assumption the reader is referred to Appendix C). A vectorial expression of this difference is obtained by drawing a circle around the dislocation core in analogy to the Burgers vector circuit (red circular arrows in Fig. 8(a)). The displacement vector $\mathbf{u}_{\text{proj}}$, then is calculated by

$$\mathbf{u}_{\text{proj}} = \mathbf{u}_{\text{proj/center}} - \mathbf{u}_{\text{proj/end}}$$

(5)

In order to account for scatter, the start and end values are calculated as average across $N = 5$ pixels according to Eq. (6).

$$\mathbf{u}_{\text{proj/center}} = \sum_{i=1}^{N} \mathbf{u}_{\text{proj/max,i}} / N$$

$$\mathbf{u}_{\text{proj/end}} = \sum_{i=1}^{N} \mathbf{u}_{\text{proj/min,i}} / N$$

$$\mathbf{u}_{\text{proj/center}} = \sum_{i=5}^{N} \mathbf{u}_{\text{proj/max,i}} / N$$

$$\mathbf{u}_{\text{proj/end}} = \sum_{i=5}^{N} \mathbf{u}_{\text{proj/min,i}} / N$$

(6)

with $u_{\text{proj/center}}$ and $u_{\text{proj/end}}$ being arbitrary displacements on the bottom and the top side of the discontinuity, respectively.

In order to avoid gradient displacements, which are present within short range of the dislocation core, the coordinate $i$ has to be chosen, such that the displacements across the discontinuity in largest possible distance to the dislocation core are evaluated. This is achieved by selecting the origin of $i$ at the image edge which features the discontinuity and the direction of $i$ perpendicular to that edge (cf. white marking in Fig. 3(f)). In dependence of the direction of $i$, the values of $u_{\text{proj/max}}$, and $u_{\text{proj/min}}$ are then the maximum and minimum values, respectively, along a single column (for $i$ parallel to the horizontal image edge) or along a single row of pixels (for $i$ parallel to the vertical image edge).

Additionally, the comparably high scatter between neighboring values within the displacements in y-direction ([100]) has to be noted. In order to provide remedy for this, the displacements in y-direction of each atomic column were averaged across the four nearest neighbors in [100], [100], [100] and [100] directions. The reasons and an alternative solution for this issue will be discussed after demonstration of the methodology.

Applying the procedure above to the digitally generated images for the [100] full dislocation as viewed in the [011] zone axis, a vector $\mathbf{u}_{\text{proj}}$, reflecting a displacement of $u_{\text{proj/center}} = 1.24$ Å and a vector $\mathbf{u}_{\text{proj/end}}$, reflecting a displacement of $u_{\text{proj/end}} = -1.76$ Å are obtained (Fig. 8(a)). The addition of both vectors provides the projection of the Burgers vector in the (011) plane as illustrated in Fig. 8(a, b). It has to be noted, that the angle of that Burgers vector projection with respect to the image horizontal is 54.8°, which accurately reflects the projection of the simulated dislocation plane (110) at 54.7° (cf. Burgers vector projection and orange lines in Fig. 9). Furthermore, the site of this plane relative to the dislocation core is given by the positive direction of the Burgers vector projection. Thus, the dislocation plane in the observed projection can be directly obtained from the proposed approach (Fig. 9).

For determining the orientation of the actual Burgers vector in space, an additional projection has to be determined. This was conducted for a simulated image of the same [100] full dislocation viewed in the [110] zone axis, resulting in the Burgers vector projection in the (110) plane as also illustrated in Fig. 8(b). On basis of both projections the actual Burgers vector is calculated by solving Eq. (7).

$$\begin{bmatrix}
0 & -1/\sqrt{2} & 1/\sqrt{2} \\
1/\sqrt{2} & 1/\sqrt{2} & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
b_{100} \\
b_{010} \\
b_{001}
\end{bmatrix}
= \begin{bmatrix}
u_{0[11]} \\
u_{0[10]} \\
u_{0[01]}
\end{bmatrix}
$$

(7)

with $b_{100}$, $b_{010}$, $b_{001}$ being the Burgers vector components in the three crystal directions [100], [010], and [001]. It has to be noted that Eq. (7) is an overdetermined system, such that definite Burgers vector determination is not possible (presuming scatter is always present in

Fig. 10. Burgers vector projection in the (011) plane as obtained by TEM analysis of the experimental STEM-image shown in Fig. 3(a).
Table 2
Displacement vectors and resulting Burgers vector projection for two virtually generated projections of the $\frac{a}{6}[121]$ partial dislocation and the $\frac{a}{2}[01\bar{1}]$ full dislocation as obtained by TeMA and GPA. The projections derived from corresponding analyses of the experimental image are given to the very right.

<table>
<thead>
<tr>
<th></th>
<th>$\frac{a}{6}[121]$ partial dislocation</th>
<th>$\frac{a}{2}[01\bar{1}]$ full dislocation</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(011) projection</td>
<td>(110) projection</td>
<td>(011) projection</td>
</tr>
<tr>
<td>TeMA</td>
<td><img src="image1.png" alt="Diagram" /></td>
<td><img src="image2.png" alt="Diagram" /></td>
<td><img src="image3.png" alt="Diagram" /></td>
</tr>
<tr>
<td>GPA</td>
<td><img src="image6.png" alt="Diagram" /></td>
<td><img src="image7.png" alt="Diagram" /></td>
<td><img src="image8.png" alt="Diagram" /></td>
</tr>
</tbody>
</table>

Experimental data. Thus, the Burgers vector can be determined as the best approximate solution to Eq. (7) only. By doing so, a Burgers vector of $\vec{b} = \begin{pmatrix} -1.76 \\ -0.76 \\ 1.76 \end{pmatrix}$ Å with a length of $|\vec{b}| = 2.47$ Å is obtained for the $[01\bar{1}]$ full dislocation, which is in good accordance to the theoretical values of $\vec{b}_{\text{theory}} = \begin{pmatrix} -1.76 \\ 0 \\ 1.76 \end{pmatrix}$ Å and $|\vec{b}_{\text{theory}}| = 2.49$ Å. The deviation in orientation is 1.0° and the normalized deviation in length is 1.0%.

Applying this methodology for the experimental image, displacement vectors of $\vec{u}_{01\bar{1}}$ with a length of 1.18 Å and $\vec{u}_{100}$ with a length of 1.79 Å are obtained (Fig. 10). This is in very close agreement to the Burgers vector projection derived from the simulated image and, thus, shows the applicability of the methodology to actual HR STEM images featuring a low signal-to-noise ratio. Additionally, the nature of the experimentally observed defect to be a $\frac{a}{2}[01\bar{1}]$ full dislocation is clearly confirmed at this point on a quantitative basis. The circumstance that the material considered is a HEA apparently does not significantly deteriorate the accuracy of TeMA, as can be seen by the high accordance of the values of the Burgers vector projection given in Fig. 8 and 10. This might be surprising as this class of material is expected to show local lattice-distortions due to the special alloying concept [59]. Consequently, accurate reference lattice definition might assumed to be problematic because an actually unstrained region cannot be clearly identified. However, at current state an experimental proof of local lattice strains in HEAs is lacking and the general validity of this hypothesis is still questionable [60, 61]. Furthermore, the reference lattice defined in case of the current study might, by chance, be a correct representation of an unstrained region leading to accurate displacements. However, detailed analysis of these phenomena were out of the scope of the current study and, thus, need to be addressed in future work, e.g. by accompanying analysis of the atomic number of individual lattice points.

The methodology described above was furthermore applied to the displacement maps obtained by TeMA of two simulated projections of the $\frac{a}{6}[121]$ partial dislocation and to the displacement maps obtained by GPA of all types of simulated images and of the experimental image. In case of the latter, a very high agreement between the results from TeMA and GPA is observed, as can be seen by comparison of the displacement maps and derived Burgers vector projections in Fig. 10 and A.6. The values of the Burgers vector projections resulting from TeMA and GPA analyses from all types of images are summarized in Table 2.

Irrespective of the technique applied, a high accordance is observed in case of the $\frac{a}{2}[01\bar{1}]$ full dislocation and the experimental image. However, in case of the $\frac{a}{6}[121]$ partial dislocation, the results from TeMA and GPA clearly deviate. To find an explanation for this, the corresponding 3-dimensional Burgers vectors were calculated according to Eq. (7) using the individual displacements of $\vec{u}_{110}$ and $\vec{u}_{100}$ of the two projections in Table 2. The comparison of the resulting Burgers vectors to the theoretical counterpart shows a deviation in length of 26.9% in case of TeMA and of 6.2% in case of GPA, revealing a higher plausibility of the latter. As the displacement components in (110) directions are virtually identical for both techniques, the reason for the high error of the vector determined by TeMA is seen to be root in the displacements in the (100) directions. As outlined above, this is the direction, where high scatter between neighboring atomic columns was observed and an averaging procedure was applied. However, this averaging seems to be effective in case of overall large displacements, as present for the $\frac{a}{2}[01\bar{1}]$ full dislocation, only.

As the scatter is not present when GPA is applied, this phenomenon seems to be rooted in specifics related to the TeMA code. However, no such effects were reported in the original work of Zuo et al. [43]. These authors studied a rectangular atomic column arrangement only, which is a more simple case in comparison to the hexagonal arrangement in case of the current study. Thus, an alternative solution to the issue of scatter is suggested in form of a masking procedure of the atomic columns in the center positions, which stem from the face sides of the FCC crystal. By removing these columns in the raw images prior to TeMA analysis, a significant reduction in the scatter between neighboring atomic columns is achieved. Consequently, the Burgers vector projections of the $\frac{a}{6}[121]$ partial dislocation were determined to much higher accuracy, while the projections of the $\frac{a}{2}[01\bar{1}]$ full dislocation are changed to minor extent only (Table A2). Although, the procedure of removal of atomic columns seems applicable to both simulated and experimental images, the exact reason for the scatter observed in case of the hexagonal column arrangement is not clear at this point and, thus, needs to be addressed in future work.

With respect to practical limitations of the suggested methodology, the analysis of two different projections might be challenging. As the TEM samples are obtained by destructive specimen preparation (FIB), two projections of an individual dislocation can be obtained only by tilting the specimen stage within the microscope. However, obtaining proper images at atomic resolution is then impeded, as the effective specimen thickness increases with increasing tilting angles. Additionally, the zone axis cannot be chosen arbitrarily, as the dislocation plane needs to be on-edge in order to obtain clearly separated atomic columns.
for evaluation of the displacements across the discontinuity. Furthermore, the achievable tilting angles are kinematically limited by the specimen stage of the microscope used. As remedy, extracting two TEM lamellae with different orientation from the specimen might be considered. However, the equivalence of the characteristics of two individual dislocations is questionable and cannot be assured in a straightforward fashion. However, despite these experimental restrictions, the results prove TeMA as powerful tool for determination of atomistic displacements on basis of HR STEM images featuring a low signal-to-noise ratio. Although a principle limitation with respect to directly ascertainable maximum displacements is present, local displacements amounting up to a full lattice spacing can be analyzed on basis of a vectorial construction of individual displacement components. Using the introduced methodology, both the magnitude as well as the direction of the Burgers vector of different kinds of dislocations can be reliably determined. The site of the dislocation plane is directly obtained in case of small displacements (partial dislocations) or can be derived from the Burgers vector direction with respect to the dislocation core in case of displacements amounting to 100% of the lattice spacing (full dislocations). The procedure is in identical fashion applicable to data obtained by GPA, revealing a high accordence of the Burgers vectors determined by both techniques.

6. Conclusions

In the current study, different atomic-scale displacement analysis techniques were examined with respect to their applicability for dislocation characterization in HR STEM images of HEAs. The study draws from the recently introduced real space technique of template matching (TeMA) and provides comparisons to the more established reciprocal space technique of geometric phase analysis (GPA). By recognizing crystal dislocations evoking clearly different displacement magnitudes on basis of both simulated as well as experimentally obtained images comprehensive insights into the specifics of these techniques are obtained. The main conclusions can be summarized as follows:

- Both techniques have an inherent limitation with respect to the maximum unique ascertainable displacement, which depends on the type of crystal structure and zone axis contemplated. In case of TeMA this is due to a nearest neighbor assignment between displaced atoms and reference lattice positions. In analogy to that, GPA features a limitation of the phase shift between $\pm \pi$. Unphysical jumps in displacements are indicative of related errors and can be circumvented by post-processing of the data in form of a nearest neighbor correction.
- In case of displacements deviating from 100% of the lattice spacing, as induced by e.g. a partial dislocation, the site of the dislocation plane is directly obtained from the displacement maps. When the displacements amount to 100% of the lattice spacing, as evoked by a full dislocation, the dislocation plane is not obtained directly and a discontinuity line is generated in the displacement maps opposite to the site of the reference origin (having displacements of zero).
- The Burgers vector projection on the plane of interest can be determined for any kind of dislocation by vectorial analysis of the displacements, either across the dislocation plane or the discontinuity line. The projection directly indicates the site of the dislocation plane even in case of full dislocations. Using two different projections provides the Burgers vector in 3-dimensional space revealing a high accordance between the results obtained by TeMA, GPA and analytical solutions.
- Applying the suggested methodology to an experimentally obtained atomic-resolution image of HEA proved the general applicability to HR STEM images featuring a relatively low signal-to-noise ratio. The determination of the Burgers vector projection was not found to be critically curtailed by possible lattice distortions within the HEA.
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Appendix A. Figures and tables

The following figures are provided to support our explanations and statements made throughout the manuscript. According references are made in the main text.

![Fig. A1. Principle of GPA. (a) Fast Fourier transformation of the as-recorded image of the AOI. (b) Definition of non-colinear vectors $g_1$ and $g_2$ and filtering using a Gaussian mask (red circles). (c) Analysis of the local shift, i.e. the phase of the complex Fourier coefficient, of the lattice planes corresponding to $g_1$ and $g_2$ (indicated by the red arrows, exaggerated for visualization purposes). The shifts are converted to the displacement field $u_{\text{lat}}$, whose derivation provides the strain field $\varepsilon_{\text{lat}}$.](image-url)
Fig. A2. Influence of different area sizes for definition of the reference lattice in TeMA on the resulting displacement distributions. The displacements in [011]-direction were obtained by TeMA analysis of the virtual crystal featuring an imposed arctangent-displacement-function with a maximum displacement of 1 Å using the reference areas as indicated in the maps by the red dashed rectangulars. The graphs underneath the maps illustrate the displacement along the corresponding red dotted lines.

Fig. A3. Nearest neighbor assignment of displaced atoms and reference lattice positions in TeMA leading to discontinuities of resulting displacements in x- and y-direction. Note that, in contrast to the rectangular lattice projection (Fig. 5), the transition from positive to negative displacements in y-directions leads to an additional conversion of the displacements in x-direction in case of the more complicated arrangement shown here.
Fig. A4. [011]-displacement maps obtained by GPA on virtual crystal featuring a $\frac{a}{2}[121]$partial dislocation (a,b) and a $\frac{a}{2}[011]$full dislocation (c,d) for difference reference lattice origins indicated by the red dots. The site of the additional half plane as known from the simulation is indicated as white solid line. The orange markings in (a) indicate the local difference in displacements due to a $+\pi$ phase transition (see main text for details).

Fig. A5. Influence of $+\pi$ phase transition in GPA on resulting displacement maps for a $\frac{a}{2}[121]$dislocation. The images show the phase maps $P_{g1}$ and $P_{g2}$ together with the resulting $[011]$-displacements. While the phase shift of $P_{g1}$ in (a) results to an artifact in $u_{011}$, the slightly changed reference area in (b) leads to an even phase distribution and clear perceptibility of the dislocation plane in the displacement map.
Fig. A6. Burgers vector projection in the (011) plane as obtained by GPA-analysis of the experimental STEM-image shown in Fig. 2(a).

Table A1
Comparison of Burgers vectors calculated from individual projections as obtained by TeMA- and GPA-analysis (cf. Table 2) of the simulated \( \frac{a}{6} [121] \) partial dislocation and the \( \frac{a}{2} [101] \) full dislocation and relative error \( f \) to theoretical vectors given in the bottom row.

<table>
<thead>
<tr>
<th></th>
<th>( \frac{a}{6} [121] ) partial dislocation</th>
<th>( \frac{a}{2} [101] ) full dislocation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Burgers vector</td>
<td>Burgers vector</td>
</tr>
<tr>
<td>TeMA</td>
<td>( \vec{b} = \left( \begin{array}{c} 0.81 \ 1.41 \ 0.83 \end{array} \right) )</td>
<td>( \vec{b} = \left( \begin{array}{c} -1.74 \ -0.04 \ 1.75 \end{array} \right) )</td>
</tr>
<tr>
<td></td>
<td>( \vec{b} = \left( \begin{array}{c} 0.62 \ 1.25 \ 0.62 \end{array} \right) )</td>
<td>( \vec{b} = \left( \begin{array}{c} -1.74 \ -0.03 \ 1.77 \end{array} \right) )</td>
</tr>
<tr>
<td></td>
<td>(</td>
<td>\vec{b}</td>
</tr>
<tr>
<td>GPA</td>
<td>( \vec{b} = \left( \begin{array}{c} 0.59 \ 1.18 \ 0.59 \end{array} \right) )</td>
<td>( \vec{b} = \left( \begin{array}{c} -1.76 \ 0 \ 1.76 \end{array} \right) )</td>
</tr>
<tr>
<td></td>
<td>(</td>
<td>\vec{b}</td>
</tr>
<tr>
<td>Theory</td>
<td>( \vec{b} = \left( \begin{array}{c} 0.59 \ 0.44 \ 0.59 \end{array} \right) )</td>
<td>( \vec{b} = \left( \begin{array}{c} 2.18 \ 1.77 \end{array} \right) )</td>
</tr>
<tr>
<td></td>
<td>(</td>
<td>\vec{b}</td>
</tr>
</tbody>
</table>

Table A2
Comparison of Burgers vector projections as obtained by TeMA- and GPA-analysis using a reduced atomic lattice.

<table>
<thead>
<tr>
<th></th>
<th>( \frac{a}{6} [121] ) partial dislocation</th>
<th>( \frac{a}{2} [101] ) full dislocation</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(011) projection</td>
<td>(110) projection</td>
<td>(011) projection</td>
</tr>
<tr>
<td>TeMA</td>
<td>( u_{(011)} = 0.69 \text{ Å} )</td>
<td>( u_{(110)} = 0.57 \text{ Å} )</td>
<td>( u_{(011)} = 1.23 \text{ Å} )</td>
</tr>
<tr>
<td>GPA</td>
<td>( u_{(011)} = 0.44 \text{ Å} )</td>
<td>( u_{(110)} = 0.48 \text{ Å} )</td>
<td>( u_{(011)} = 1.24 \text{ Å} )</td>
</tr>
</tbody>
</table>
Appendix B. Nearest neighbor assignment

In Section 5, a limitation of the maximum unambiguously ascertainable displacements was observed, which is ascribable to a nearest neighbor assignment between displaced atoms and reference lattice positions conducted by TeMA. The effects were illustrated for the simple case of unidirectional displacements on a qualitative basis. In the following, a more universal mathematical description applicable to arbitrary displacements is provided. For that, a distinction between the actual displacements and TeMA-generated displacements is made. Such a distinction is possible in case of simulated images because the knowledge of enforced displacement field used to create the deformed lattice is known a priori. These are termed the actual displacements that are sought to be reproduced using advanced atomic-scale displacement-analysis techniques, such as TeMA or GPA.

For the case of 1D displacements the repercussions of the nearest neighbor assignment leading to an abrupt jump in the TeMA-generated displacements are clear. Thus, such a jump occurs when the magnitude of displacement is higher than 50% of the lattice-spacing in the direction of the displacement. Consequently, a neighbor analysis is employed to apply a correction. In extension, if in the analysis of an atomic-resolution HRTEM image (with expected 1D displacements) reveals such an abrupt change in displacements, an argument can be made that such jumps are unphysical. Consequently, a correction in form of a neighbor analysis can be employed in order to reproduce the physical or actual displacement (Eq. (4)).

However, with a 2D atomic-resolution HRTEM image of a deformed lattice, a general 2D displacement profile is expected and sought. For such a case, the manifestations of the nearest-neighbor assignment are not clear and are sensitive to the nature of the actual displacements. For instance, consider the linear displacement profiles used for illustrations in Fig. 3 (rectangular lattice) and Fig. 3 (hexagonal lattice). At the bottom end of the lattice (aty = y_max) in Fig. 3, no abrupt jump of the u_{TeMA} displacements is observed, which, in the absence of a priori knowledge of the enforced linear profile, may well be trusted as the actual displacement profile not requiring any correction. Moreover, even if it is known that a correction needs to be applied to u_{TeMA}, an unambiguous correction as straightforward as provided by the neighbor analysis as given in Eq. (4) cannot be employed to reproduce u_{TeMA, actual}.

It is useful to cast the nearest-neighbor assignment in mathematical form. This is done by considering rigid displacements of a hexagonal-lattice, a representative unit cell of which is shown in Fig. B 1(a). This arrangement was chosen deliberately as it corresponds to the projection of the FCC lattice as viewed along the [011] zone-axis, with x || [011] and y || [100] which is equal to the experimental HRTEM image, as shown in Fig. 3. Let the actual rigid displacement be given by the dyad u = (u_x, u_y) and the displacement obtained by TeMA be represented as u_{TeMA} = (u_x, u_y, u_z). In the case of 1D displacements (with u_y = 0), TeMA can reproduce the actual displacements only if the magnitude of displacement is smaller than 50% of the lattice-spacing (of the projected lattice). This is illustrated in Fig. B 1(b) and (c) and can be cast mathematically in the equation:

\[ u_{x, TeMA} = \begin{cases} u_x, & u_x \leq 0.5u_{\parallel[011]} \\ u_x - a_{\parallel[011]}, & u_x > 0.5u_{\parallel[011]} \end{cases} \] (B1)

Note that this equation is exactly opposite to Eq. (4), which is used to correct for the nearest neighbor assignment in Eq. 4. It must be reiterated that in practice, the only data available is u_{TeMA} and the objective is to back-track to the actual or physical displacement which generates the deformed lattice. Speaking in terms of the 1D displacement case, the objective is to obtain u_x from u_{x, TeMA}. In the 1D case, the need of a correction can be identified by the existence of an unphysical displacement jump in the data. This condition is checked for, and a correction circumventing the nearest-neighbor assignment is applied recovering the actual displacement. Before considering the 2D case, it is prudent to recast the previous equation in a more convenient form:

\[ u_{x, TeMA} = \min(u_x, u_x - a_{\parallel[011]}) \] (B2)

For the case of 2D displacements, the scenario is illustrated in Fig. B 1(d) and (e). The displacement of interest is one of the origin atom in the figure. If the displacement is small (Fig. B 1(d)), the displaced site is correctly mapped to the reference atomic site. If the displacement is large (Fig. B 1(e)), then the displaced site can be mapped incorrectly to any one of the neighbors of the original reference atomic site. Both the direction and magnitude of the displacement vector will be incorrect. The nearest-neighbor assignment finds a displacement vector with the least magnitude. This can be

![Fig. B1](image-url)  

**Fig. B1.** (a) Reference lattice (projection of FCC lattice as seen along the [011] zone-axis) with one lattice site marked as the origin (0,0) and two other sites (P_1, P_2) marked. Small displacements are well-reproduced by TeMA (b and d) whereas large displacements lead to erroneous assignment of reference positions and are consequently reproduced incorrectly (c and e). The relation between the TeMA-generated displacement u_{TeMA} and the actual displacement u is specified by Equation B 3 Equation B 3, involving the respective lattice positions p_i (i = 1, 2, ...).
expressed analogous to the 1D case as:

\[
(u_{x - TeMA}, u_{y - TeMA}) = \min_u (u, u - p_1, u - p_2, \ldots)
\]  

(B3)

where \(p_1 = (0.5a_{[100]}, 0.5a_{[100]})\), \(p_2 = (a_{[100]}, 0)\) represent positions of reference lattice sites. The ellipsis indicates that the minimum is sought by comparing the relative position of all reference lattice sites that are neighbors to the displaced position.

The question can be asked: What is the maximum displacement that can unambiguously be reproduced by TeMA? The answer is apparent from the previous analysis of 2D displacements. If the displacement vector falls within its Wigner-Seitz cell, the displacements will be correctly reproduced by TeMA. In other words, \((u_{x - TeMA}, u_{y - TeMA}) = (u_x, u_y)\). The Wigner-Seitz cell for the chosen lattice is illustrated at the bottom right in Fig. 5. A closed-form limit on the maximum displacement is not trivial to find for the case of general 2D displacements. It is dependent on the direction and the Wigner-Seitz cell, which in turn depends on the lattice constants and zone axis examined.

**Appendix C. Burgers vector projection and displacements across discontinuities**

In what follows, the test case of a simulated full dislocation \(\{\mathbf{b} = \frac{a}{2} [101]\}\) is used to show in a first step that the nearest-neighbor assignment performed by TeMA is the reason for the discontinuity line being generated in dependence of different reference lattice origins. In a second step, the reason for why the displacements across this discontinuity nevertheless reflect the magnitude of the Burgers vector is established from a theoretical standpoint. Thus, only analytical data and no results from TeMA are used in this section.

The simulated images for the full \(\mathbf{b} = \frac{a}{2} [101]\) dislocation were created by enforcing the continuum displacement field solution (derived from the Eshelby-Stroh formalism [58]) on an undeformed reference lattice. In this formalism, the reference origin is at the center of the dislocation. The \(x \parallel [011]\) component of the displacement field is plotted in Fig. C.1(a). The displacements are offset to reproduce a simple shift of the reference lattice origin to the top left, as shown in Fig. C.1(b). Note that the qualitative distribution as indicated by the grey-scale value is identical and just a different scale bar used. At this stage, the analytical solution represents the displacements \(u = (u_x, u_y)\). The aim is to convert these to the displacements that TeMA is expected to reproduce, i.e. \(u_{TeMA} = (u_{x - TeMA}, u_{y - TeMA})\). In order to do that, **Equation B.3** is applied and the displacement at each point is modified depending on the stipulated minimizing condition. Consequently, the minimizing condition occurs at a different site and the line indicative of the slip plane in the analytical solution rotates to a different position than what is expected (Fig. C.1(c)). If the reference origin is picked elsewhere (Fig. C.1(d)), the slip plane rotates again (Fig. C.1(e)). As shown in the latter case it may fortuitously align with the expected slip plane but it is only by chance.

Given that the displacements are subject to aberrations (due to the nearest neighbor assignment) that can be as large as 50% of the lattice spacing (shown in **Equation B.3**), it might be curious that the Burgers vector of the dislocation is rightly reproduced. As this is one of the key conclusions of the present study, a brief argument is provided. The Burgers vector is conventionally obtained by drawing a Burgers circuit around the core of the dislocation [62]. When adapted to the plotted displacement profile, it reduces to estimating the displacement jumps across the line of discontinuity. Hence, the key quantities of interest are \(\Delta u_x = u_{x,B} - u_{x,A} = b_{[101]} = a/2\sqrt{2}\) and \(\Delta u_y = u_{y,B} - u_{y,A} = b_{[100]} = a/2\) taken across this line (Fig. C.2(a)).

The manifestation of the nearest-neighbor assignment is applied to this solution (cf. Fig. C.2(b)). This is done by combining the enforced displacement field (from linear anisotropic elasticity) with the mathematical form of the nearest neighbor assignment as established in **Equation B.3**. As elaborated previously, the slip-plane rotates to a different position than what is expected from theory. This occurs because the displacements in the

---

Fig. C1. Analytical data showing the rotation of the slip plane due to nearest-neighbor assignment by TeMA. (a) [011] component of the analytical solution of displacement fields for the full dislocation. (b and d) Shift of reference origin (red dot) causing an offset in displacements. (c and e) Nearest-neighbor assignment causing a rotation of slip plane (displacement plot that TeMA would reproduce). The white lines represent the actual slip plane known from the analytical solution.
hatched region change by an amount given by Equation C 1.

\[
\mathbf{u}_{\text{TeMa}} = (u_{x-\text{TeMa}} - u_{y-\text{TeMa}}) = \mathbf{u} - p_y,
\]

where \( p_y = (0.5a_{[011]} - 0.5a_{[100]}) = (a/2\sqrt{2} - a/2) \). The displacements are unchanged in the unhatched region, i.e., \( u_{\text{TeMa}} = u \). If the Burgers circuit is drawn in this case, the resulting Burgers vector is given by accounting for two displacement jumps within the circuit. The calculation is shown for the \( x \)-component, which is parallel to \( [011] \), in Equation C 2.

\[
\Delta u_x = (u_{x,B} - u_{x,A}) + (u_{x,Y} - u_{x,A})
\]

The discontinuity \( (u_{x,B} - u_{x,A}) \) did not exist before, i.e., in the case of Fig. C 2(a), and was introduced by the nearest-neighbor assignment. This circumstance is given by the \( x \)-component of \( p_y \). In other words, \( (u_{x,B} - u_{x,A}) = a/2\sqrt{2} \). The jump \( (u_{x,B} - u_{x,A}) \) initially represented the \( x \)-component of the Burgers vector, but it is diminished by the correction due to the nearest-neighbor assignment and becomes \( (u_{x,B} - u_{x,A}) = b_{[011]} - a/2\sqrt{2} \). Summing the displacements at both sites up, the result is the same as before, i.e.,

\[
\Delta u_x = b_{[01]} - a/2\sqrt{2} + a/2\sqrt{2} = b_{[01]}
\]

Also, it is worthwhile to note that, since we are dealing with the full dislocation, \( b_{[01]} = a/2\sqrt{2} \) and consequently \( (u_{x,B} - u_{x,A}) = 0 \). This is why no displacement jump at the site of the dislocation plane occurred and the plane is not detected, as shown, e.g., in the analytical images (Fig. C 2(c)) and the TeMA images Fig. 6(c). Nevertheless, despite the incapability of TeMA to locate the slip plane for a full dislocation, the Burgers vector calculation carried out in the proposed manner is still reliable and mathematically sound.
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